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General principles of meta-analysis

« Participants of one study are not compared directly with the
participants in another study
= each study is analyzed separately

= in each study we estimate the intervention effect preserving the
randomization (e.g. RR, OR)

* In each study we assign a weight depending on the information it
provides

* in a way that large studies have greater influence in the summary effect

 The study-specific intervention effects are synthesized to obtain
the summary effect of the meta-analysis



Why performing a meta-analysis?

 To increase the power of the analysis and get more precise results
= obtaining narrower confidence intervals
= detecting statistically significant effects



Why performing a meta-analysis?

 To increase the power of the analysis and get more precise results
= obtaining narrower confidence intervals
= detecting statistically significant effects

 To investigate the intervention effect under different conditions
= exploration of heterogeneity



What is heterogeneity?

 The differences observed between the studies of a systematic
review.

* Types of heterogeneity — diversity:
1. Clinical
2. Methodological
3. Statistical



Clinical heterogeneity

* Participants
= Age
= Severity of condition
= Geographical variation

* Interventions
= Intensity / dose / duration
= Sub-type of drug
= Mode of administration,
= Nature of the control (placebo/none/standard care)



Methodological heterogeneity

* Design
= Randomised vs non-randomised
= Cross-over vs parallel group vs cluster randomised
= Follow-up duration

« Conduct
= Allocation concealment
= Blinding
= Analysis method

e Qutcomes
= Definition of an event
= Choice of measurement scale



Statistical heterogeneity

« Effect estimates will vary across studies

e Some variation Is chance variation:
 Studies are small
« All results come with uncertainty
 Effect estimates will vary by chance

« Some variation is genuine differences in the effect across studies
 Clinical / methodological heterogeneity

« Statistical heterogeneity Is the observed variation in effect
estimates that cannot be explained by chance alone



Outcome data required from each study

 Extract from each study an effect size and its uncertainty (standard
error)

« Usually we present the effect sizes from all studies in a forest plot



How to synthesize these studies?

By obtaining verage effect
= Differences in level of uncertainty across the studies are ignored

By pooling the diﬁerent%rvention arms across all studies

= this approach breaks the randomization of the studies — comparison
between treatment and control valid within studies but potentially invalid
across studies

By obtaining a weighted average

= Randomization is preserved and larger (more precise) studies have larger
weight in the analysis




Meta-analysis models

Fixed effect model

Meta-analysis

Random effects model



What are these models?



The fixed effect assumption




The random effects assumption




The fixed effect assumption
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The random effects assumption

) Observed in
@ Studies

True in studies

Effect estimate scale



How to assign weights to the studies?

* Inverse variance method
= any type of data, both fixed and random effects
= in fact this is the maximum likelihood estimator!

 Mantel-Haenszel method

= only binary data, only fixed effect (but there are ways to account for the
heterogeneity)

 Peto method
= only binary data, only odds ratio, only fixed effect



Fixed effect model

* |nverse variance method

* Weight is 1 + variance

1 .
Wi =S for each study i

~ Y ~ 1
_ YWY, var(HFE) _ S
i




Random effects model

* |nverse variance method

 Uncertainty in each trial is now BOTH the random variation AND
the heterogeneity

« Weight is 1 + (variance + heterogeneity)

* 1

Wi = oG for each study i
A~ 2w A 1
O = . var\Org ) = -
FE Z Wi ( FE) Z Wl'

The weights are smaller than before



Example: Organized inpatient rehabilitation

OR In(OR) var weightFE weight RE
Study y; v, w; w,y; w; w;y;
Cameron 1993 0.98 -0.02 0.10 10.0 -0.2 7.6 -0.2
Fordham 1986 1.36 0.31 0.26 3.8 1.2 3.4 1.1
Galvard 1995 1.28 0.25 0.06 16.6 4.2 10.9 2.7
Gilchrist 1988 0.75 -0.29 0.14 7.1 -2.1 5.8 -1.7
Kennie 1988 0.45 -0.79 0.21 4.8 -3.8 4.1 -3.3
Total 42.3 -0.65 31.8 -1.3

« Random effects meta-analysis
= pooled odds ratio = exp{— 0.045} = 0.96
= 95% confidence interval from 0.68 to 1.35

 Fixed effect analysis
= pooled odds ratio = exp{— 0.02} = 0.98
= 95% confidence interval from 0.72 to 1.32

Random effects

model gives wider
confidence intervals!




Example: Behaviour
Deteriorated/Disturbed/Unco-operative

Chlorpromazine Placebo Risk Ratio Risk Ratio
Study or Subgroup Events Total Events Total Weight M-H, Fixed, 95% Cl M-H, Fixed, 95% CI
Chouinard 19490 14 21 16 21 T.2% 0.88 [0.60,1.249] -
Clark 19704 2 14 a 14 2.3% 0.37[0.09 162 — 1
Clark 1970h 10 53 fi 18 4.0% 0487 [0.24,1.34] T
Fleming 1959 a 21 13 21 a.8% 038017, 0849
Hall 194845 645 ar T g8 I1.2% 0.94 [0.80,1.10] =
Frien 1968 ar 416 oo 212 41.8% 027 [0.19, 0.349)] w
Serafetinides 1962 5] 14 3 13 1.4% 1.86 [0.88, 5.94] T
Somerville 1960 a 14 22 30 .6 % 045 [0.22, 0.96] ]
Total (95% ClI) G642 417 100.0% 0.58 [0.50, 0.67] [ ]
Total events 144 204
Heterogeneity: Chi®= 61.84, df=7 (P = 0.00001}); F= 89% =|:| o II|=1 1=D 1DD=
Test for overall effect £=7.25 (F = 0.00001) ' Faun-urs CPZ Favours Placeba
Chlorpromazine Placebo Risk Ratio Risk Ratio
Study or Subgroup Events Total Events Total Weight M-H, Random, 95% CI M-H, Random, 95% CI
Chauinard 19490 14 21 16 21 15.3% 0.88 [0.60, 1.249] -
Clark 1970a 2 15 a 14 T 4% 0.37[0.09,1.62] — .
Clark 1970h 10 a3 fi 18 11.7% 0.57[0.24,1.34] T RE g|VeS
Fleming 1954 a 21 13 21 11.9% 0.38[017F, 0.849)] —
Hall 1955 65 a7 70 BB 16.4% 0.94 [0.50,1.10] -+ more
Frien 1968 ar 416 o 212 15.4% 0.27[0.149, 0.349] - .
Serafetinides 1962 B 14 313 94% 1.86 [0.58, 5.94] e conservative
Somerville 1960 a 15 22 a0 12.6% 0.45[0.22, 0.96] ] reSUItS
Total (95% CI) G642 AT 100.0% 0.59 [0.34, 1.01] <
Total events 144 205
Heterogeneity: Tau®=0.445; Chi®=61.84, df= 7 (P = 0.00001); F= 89% =D 0 D=1 1=D mDi

Testfor overall effect: £=1.92 (F=0.05) Favours CP7 Favours Placebo
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Random effects meta-analysis

Trial study-specific effect

1 — i :
) random error i Giiges t o
8 = SRR HEE A
9 : e EER IR
12 _'
\é\distribution of effects

1 9‘? 0

Effect estimate

Treatment better «<— ——  Control better



Random effects meta-analysis

« Heterogeneity suggests that the studies have important
underlying differences.

* We can allow the true effects underlying the studies to differ.

* We assume the true effects underlying the studies follow a
distribution.
= conventionally a normal distribution

« We use a simple adaptation of the inverse-variance weighted
average.

DerSimonian and Laird (1986)



Identifying heterogeneity

1. Visual inspection of the forest plots
2. Q test for the presence of heterogeneity

3. |2 statistic that guantifies heterogeneity as a proportion



Visual inspection of the forest plot

A graphical inspection of the results is usually the first step
A lack of overlap in confidence intervals indicates heterogeneity
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Q-test

» chi-squared (y?) test
Y
Q= Z w;(9; — 0)

* has y? distribution with k — 1 d.f. under null hypothesis of an
Identical effect in every study

* k Is the number of studies in the meta-analysis

* rejection of H, suggests heterogeneity



Q-test drawbacks

« Has low power since there are usually very few studies

= |.e. test is not very good at detecting heterogeneity as statistically
significant when it exists

 But, has excessive power to detect clinically unimportant
heterogeneity when there are many studies



|-square statistic

Higgins and Thompson (2002)

« Q-test iIs not asking a useful question if heterogeneity is
Inevitable

« Quantify heterogeneity
= based on the y? statistic Q and its degrees of freedom

2 Heterogenity

- Heterogeneity+Average study variance

12 . Q—-k+1

* 100%

describes the proportion of total variability that is due
to heterogeneity




Estimation of tau-square

- Estimate the heterogeneity variance t# from the Q-test (method of
moments/DL estimator) :

L _Q-(=D
5w, — 2
LoXw

« Wesett?2=0ifQ < (k-1)

 Many other ways to estimate the heterogeneity variance exist (e.g.
restricted maximum likelihood)

= under certain conditions perform better than the DL estimator



Example: Bleeding

Vitamine K Placebo Odds Ratio Odds Ratio
Study or Subgroup Events Total Events Total Weight N, Fixed, 95% CI IV, Fixed, 95% CI
Crowethier 12 56 15 a3 3.1% 0.69 [0.29, 1.6R6] —
Culey 48 412 56 421 13.9% 0.86 [0.57, 1.30] =
Giates = a2 12 ! 2.3% 1.44 [0.52, 3.949] B
Ciyte G¥ G612 53 G1¥  16.4% 1.31 [0.90, 1.91] ™
Hampson ] a 1 | 0.2% 0.33[0.01, 9.40]
Henderson 3 F3 1] G2 0.3% 7F.23[0.37, 14297 >
Hodnett 28 o7 a1 956 G.3% 085 [0.46,1.597] B
Hoftreyr a4 143 24 145 B.7 % 1.74 [0.96, 3.16] |
Horey a2 342 102 341 20.4% 0.74[0.53,1.04] —
M knight 25 TG 15 73 4.3% 1.90 [0.90, 3.98] i
mugford 43 B4 G5 G54 14.7% 0.54 [0.36, 0.81] —
Feilsan 20 20 22 20 4 7T 0288 [0.43, 1.78] e
Sakala 12 44 4 44 1.6% AFa[1.10,12.74]
Winterbottom 18 102 26 103 2.2% 0.63[0.32,1.29] T
Total (95% Cl1) 2831 2762 100.0% 0.92 [0.79, 1.07] [ |
Total events 400 424
Heterngenew.ll:hl’:. 2984, di=13 (P = D.DDE}"F: S5 % | o o 10 oo
Test for overall effect: Z=1.07 (F = 0.28)
Vitamine K Ho Treatment Odds Ratio Odds Ratio
Study or Subaroup Events Total Events Total Weight IV, Fixed, 95% Cl I, Fixed, 95% Cl
Ashhy T 42 14 41 2.8% 0.35[0.12, 0.97]
Enkin 23 a0 24 g2 20.3% 0.98[0.49, 1.92] —a—
keirse a 14 5 15 41% 2267 [0.59, 12.04] I
R enfrew T4 243 100 241 BE.7% 062 [0.42, 0.90] ' 3
Total (95% CI) 379 379 100.0% 0.68 [0.50, 0.93] &
Total events 112 144
Heterogeneity[ ChiF= 6.13, df= 3 (P = 01 )|[F=51% | TR T

Test for overall effect: £= 243 (F =0.01)




What can we do with heterogeneity?

——> ¢ Check the data * Incorrect data extraction;
unit of analysis errors (e.g. with
crossover trials, cluster randomized

trials, counts)

=P+ Tryto bypass it * Change effect measure



Heterogeneity of effect measures
Empirical evidence

= Ratio measures (RR and OR) considerably less heterogeneous than
difference measures (RD)

increasing

T omom oW omeom omoE s s w E = -

0.1 0.5 0.01 0.001 O

heterogeneity

Heterogeneity of RR (p-value of Q-statistic)
decreasing

0105 001 0001 O

decreasing increasing

Heterogeneity of RD (p-value of Q-statistic)

Deeks et al. 2002

heterogeneity >




What can we do with heterogeneity?

——> ¢ Check the data * Incorrect data extraction;
unit of analysis errors (e.g. with
crossover trials, cluster randomized
trials, counts)

=P+ Tryto bypass it * Change effect measure

—> * Encompassit * Random effects meta-analysis



What not to do!

 Fixed or random effects meta-analysis should be specified a
priori if possible and not on the basis of the Q test

What to do:

Think about the question you asked, the included studies etc: do
you expect them to be very diverse?

You can apply and present both fixed and random effects



Fixed vs. random effects

 Fixed effect model is often unrealistic
« Random effects model difficult to interpret

 Fixed and random effects inverse-variance meta-analyses may
= be identical (when 72 = 0)

= give similar point estimate, different confidence intervals
(the 95% CI from FE should fall within the 95% CI from the RE)



Example: Opioids for breathlessness

Woodcock 1981 =

Woodcock 1982 — &

Johnson -

Eiser (A) —

Eiser (B) =

Bruera =

Light "

Chua —

Poole =

Davis —l—

Leung =

Noseda —l—
Fixed effect ¢ ~0.32 (-0.43,-0.20)
Random effects ‘ -0.31 (-0.50,-0.13)

T

Standardised mean difference

Opioid better «<— —— Placebo better



Fixed vs. random effects

Fixed effect model is often unrealistic
Random effects model difficult to interpret

Fixed and random effects inverse-variance meta-analyses may
= be identical (when 72 = 0)

= give similar point estimate, different confidence intervals
(the 95% CI from FE should fall within the 95% CI from the RE)

Random effects analysis may give spurious results when effect size

depends on precision

= gives relatively more weight to smaller studies

» important because
o smaller studies may be of lower quality (hence biased)
o publication bias may result in missing smaller studies



Interpreting random effects meta-analysis

« Random-effects meta-analysis suitable for unexplained
heterogeneity

= Random effects may not explain all the heterogeneity of the data if
covariates are responsible

« Conventionally, inference is focused on the mean of the
distribution (6)
= |.e. we report mean and 95% from a meta-analysis
= This may be misleading...



0.01 0.1 1 10
Risk ratio
Treatment better <+—— — Treatment worse

Fixed effect meta-analysis:
1.64 (1.04,2.58) P=0.03
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Random effects meta-analysis:
1.64 (1.04,2.58) P=0.03



Interpreting random effects meta-analysis

« Random-effects meta-analysis suitable for unexplained
heterogeneity

= Random effects may not explain all the heterogeneity of the
data If covariates are responsible

» Conventionally, inference Is focused on the mean of the
distribution (0)
= |.e. we report mean and 95% from a meta-analysis
= This may be misleading...

 Look also at the prediction interval

6 + 1.96 \/se(6)? + 12
0 + too2sn-1v5e(0)? + 12




Example

Magnesium Placebo Odds Ratio Odds Ratio
Study or Subgroup Events Total Events Total Weight M-H, Random, 95% Cl M-H, Random, 95% ClI
Abraham 1 43 1 46 16% 0.96 [0.06, 15.77]
Bertschat I 22 1 21 1.2% 0.30[0.01, 7.88]
Ceremuznski 1 40 2 /2% 0.44 [0.04, 5.032]
Feldstedt 1 25 3 23 23% 0.28[0.03, 2.83]
Golf 1 27 7 27 26% 0.11[0.01, 0.97]
|515-4 ! ST el -
LIMIT-2 The interval within which we expect that
ponen the effect of a future study will lie
Fasmussen 1 a4 4 A6 27% 0.09[0.01,0.74]
Schechter 90 i [l 11 A TT% 0.50[0.17,1.43] T
Shechter 85 4 107 17 108 T1% 0.21 [0.07, 0.64] -
Singh 9 135 231358 10.2% 0.35[0.15, 0.73] —
Smith a0 11449 Mg 11487 17.5% 0.74 [0.596, 0.99] hal
Thogersen 2216 29011 2103 28039 19.4% 1.06[1.00,1.13] .
Total (95% CI) 212 3226 100.0% 0.53 [0.36, 0.77] *»
Total events 2351 2331 -
Heterogeneity: Tau=0.19; Chi*= 4018, df=14 (P = 0.0002); F= 5%

Testfor overall effect Z=3.34 (P = 0.0008)

001 01 1 1100
Favours experimental Favours control



Interpreting the diamond

« Conventional Interpretations
1. Statistical significance and direction
2. Magnitude of the pooled estimate
3. Width of the confidence interval

» Heterogeneity
= Too much heterogeneity challenges the meaning of the diamond

 Quality of the included studies



What can we do with heterogeneity?

Check the data

Try to bypass it

Encompass it

Explore it

Incorrect data extraction;

unit of analysis errors (e.g. with
crossover trials, cluster randomized
trials, counts)

Change effect measure

Random effects meta-analysis

Subgroup analysis
Meta-regression



Exploring heterogeneity

 Characteristics of studies may be associated with the size of
treatment effect

* For example,
= adequacy of allocation concealment
= average age of patients
= setting of study
= dose of drug

« For discrete characteristics, we can use subgroup analyses

e For discrete or continuous characteristics, we can use
meta-regression



Subgroup analysis (example: bleeding)

Vitamine K Control Ddds Ratio Ddds Ratio
Study or Subgroup Events Total Events Total Weight IV, Random, 95% Cl IV, Random, 95% CI
1.1.1 Over 50s
Bayes 43 183 a4 183 127% 0.84 [0.84, 1.34] =
Cochrane 126  B24 182 B3 23.3% 079 [0.60,1.03] Bl
Fisher 132 2549 172 283 17.3% 049 [0.34, 0.70] =
Gosset 3 10 a 10 1.1% 0.43[0.07, 2.68]
Jeffreys 47 91 43 92 9.0% 0.92 [0.85, 1.745] T
hlarkow g6 311 93 302 17.49% 0.86 [0.61,1.22] Bail
Fearzsaon 3 18 9 17 1.8% n1a[ond n0s8a]
Subtotal (95% CI) 1496 1488 B2.9% 0.72 [0.57,0.92] &
Total events 444 533
Heterogeneity: Tau®=0.04;: Chi*=1078 dfi=6{(F =010, F= 44%
Test far overall effect Z= 25883 (F=0010
1.1.2 Under 505
Hill 41 83 45 g84a 8.3% 0.72[0.39, 1.32] 7T
Wiilks a 11 9 12 1.2% 028 [0.048, 1.62]
Yates 24 94 27 a7 TE% T
Subtotal (95% CI) 188 194 17.1% 0.75 [0.49, 1.15] | <
Total events Fal bt
Heterogeneity: Tau®= 000 Chif=1481 df=2{P =047 F=0%
Test for overall effect £=1.34(F=018)
Total (95% CI) 1684 1682 100.0% 0.73 [0.60, 0.89] 4
Total events a14 G183
Heterogeneity: Tau®=0.02; ChiF=12.29, df=9(F =020, F= 27% N0 0 10 100

Test far averall effect; £= 316
Test for subgroup differences:

P =000

Chi==0.02, df=1(F =090

#=0%

Favours treatment Fawvours control



Test for differences between subgroups

* H,: No differences across the K subgroups
* H;: There are differences across the K subgroups

Q = Qror — (Q1 + Q2 + -+ Q) ~xi_1



Meta-regression

Does effectiveness of toothpaste depend on baseline population
levels of caries?

Marinho et al (2003)

100% ]

50%

0% 7

Prevented fraction of new caries

-50%

| | | | | | |

0 5 10 15 20 25 30
Baseline caries (DMFS)



Selecting variables for subgroup analysis
and meta-regression

 Specify characteristics in advance
» Select a small number of characteristics

 Ensure there is scientific rationale for investigating the
characteristics

= peware ‘prognostic factors’

 Make sure the effect of a characteristic can be identified
= does it differentiate studies?

 Think about whether the characteristic is closely related to
another characteristic



probability

Probability of false positive findings

0 5 10 15 20 25 30 35 40 45 50
Number of subgroups



Problems using published results

 Limited to what Is reported
« Subgroups are rarely reported in all trials

o Limited to ‘“trial-level” characteristics

 Things that vary between studies; constant within studies

* Drug dose
* Treatment duration

* Hard to analyze “participant-level” characteristics

 Varying between patients in a trial
* Age
» Disease severity

 Rarely reported
 Using averages (average age, proportion of men) is biased



Using Individual Participant Data

* Obtain all the “raw” data for all participants of all trials

 Gives full data on all characteristics of interest for every
participant
* Age
* Sex

» Drug/ dose received
» Exact nature of condition

 Permits analysis of all characteristics of interest

 Usually analyzed using regression modelling
 Linear / logistic regression
* NOT subgroup analysis or meta-regression



Small-study effects and random effects

Magnesium Placebo Odds Ratio Odds Ratio
Study or Subgroup Events Total Evenis Total i ]-H, Fixed, 95% CI M-H, Fixed, 95% CI
- Ahrahanm 1 a4 1 46 0.0% .96 [0.06, 15.77]
MagneS|um for Eertschat u] 22 1 21 [ 0.20[0.01, 7.28]
Ceremuzynski 1 40 z 36 0.1% 0.44 [0.04, 5.02]
acute myOCardIa| Feldstedt 1 25 3 23 0.1% 0.28[0.032, 2.28]
Solf 1 27 7 27 0.3% 0.11 [0.01, 0.97]
. . 1515-4 2 200 7 200 0.3% 0.22 [0.06, 1.26] —_—
Infractlon LIMIT-2 10 150 =] 148 0.3% 1.25[0.48, 3.26] S I
Morton 4 130 a2 122 0.4% 0.45[0.13,1.54] —
Fereira L] 23 132 33 0. 4% 0.43[0.132,1.44] I
Rasmussen 1 59 =] 56 0.4% 0.09[0.01, 0.74]
Outcome - Schechter 90 [ TE 11 TS 0.5% 0.50[0.17,1.43] —_—
- Shechter 95 4 107 17 108 0.8% 0.21 [0.07, 0.64] e —
M t I-t Singh =] 135 23 135 1.0% 0.25[0.15, 0.78]
Smmith ao 11549 118 1157 Sl 0.74 [0.56, 0.99] —
Or a I y Thoogersen 2216 29011 2103 29039 1.06 [1.00,1.13] [ ]
Total (95% CI1) 3212 31226 100.0% 1.01 [0.95, 1.07]
Total events 2351 2331
Heterogeneity: Chi= 4018, df=14 (P = 0.0002); IF= 65% o o 1 1o

Testfor overall effect: 2= 0.36 (F = 0.72) Favours experimental Fawvours control

Magnesium Placebo Odds Ratio Odds Ratio
Study or Subgroup Events Total Events Total Weight LJ-H, Random, 95% Cl M-H, Random, 95% CI
Abraham 1 a8 1 16 1.6% 0.96 [0.06, 15.77]
Bertschat 0 22 1 21 T.2% 0.30[0.01, 7.88]
. Cerermuzynski 1 40 2 36 21 % 0.44 [0.04, 5.02]
RE g|ves IeSS Feldstedt 1 25 3 23 2.3% 0.25[0.03, 2.88]
Golf 1 27 7 27 2.6% 0.11 [0.01, 0.97]
‘ ) ISI15-4 z 200 7 200 4.3% 0.25 [0.06, 1.36] S
ContraSted LIMIT-2 10 150 8 148 8.6% 1.25[0.48, 3.26] —_——
: ht Mortan 4 130 a8 122 B.3% 0.451[0.13,1.54] —
We'g S Pereira 5 23 13 a3 B.4% 0.43[0.13,1.44] —
. Rasmussen 1 59 g 56 27% 009[0.01,074 ———————
between blg Schechter 90 6 76 11 75 T.7% 0.50 (017, 1.43] —
Shechter 95 4 107 17 108 7% 0.21 [0.07, 0.64] —_—
and Sma” Singh 9 135 23 135 10.2% 0.35[0.15, 0.78] —_—
. Srnith 90 1159 118 1157 0.74 [0.56, 0.99] =
studies Thogersen 2216 28011 2103 28039 1.06[1.00,1.13] .
Total (95% Cl) 31212 31226 100.0% 0.53 [0.36, 0.77] <&
Total events 23581 2331
H - — - - - — _— R — [ 1 1 1
Heterogeneity: Tau®= 019, CThif= 4018, df=14 (F = 0.0002); F=62% 'IZI.IZ|1 DH 1-0 1IZ|IZ|'

Testfor overall effect: = 3.34 (P = 0.0008) Favours experimental Favours control



Small-study effects as a source of
heterogeneity

* When the results of your review are related to the size of the
study

= For example smaller studies may give larger treatment effects



1/SE
12

24
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Selective outcome reporting as source of
heterogeneity

Suggests absence of bias
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emergency aneurysm repair
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Bown et al. (2002)

Suggests presence of bias
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following emergency
aneurysm repair (n=77)



Baseline risk as source of heterogeneity

0 - i
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developing countries — |
small trials from Africa | | | |
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What can we do with heterogeneity?

Check the data

Try to bypass it

Encompass it

Explore it

Resign to it

Ignore it

Incorrect data extraction;

unit of analysis errors (e.g. with
crossover trials, cluster randomized
trials, counts)

Change effect measure

Random effects meta-analysis

Subgroup analysis
Meta-regression

Do no meta-analysis

Don’t do that!




Methods available iIn RevMan

Estimate of overall effect with CI (fixed effect model)
Estimate of mean effect with CI (random effects model)
Test for heterogeneity, with P value

1> measure of heterogeneity

* 72 heterogeneity variance

* Test for subgroup differences



Methods not available in RevMan

Meta-regression

Random-effects methods that account for the fact that tau-square
IS estimated

Prediction intervals

Individual participant data methods
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